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Abstract. This paper investigated how users trust generative AI and how this 

influences their decision-making. In human-AI collaboration, over-reliance or 

under-reliance on AI can lead to lower decision-making quality than without AI 

support. On the other hand, with generative AI, users can ask various questions 

and receive responses derived from extensive training data, enabling more dy-

namic interaction. In this context, it remains unclear how users form trust in gen-

erative AI and how this trust influences their decision-making. To explore this, 

we conducted a human-generative AI collaborative decision-making experiment 

using a semi-structured problem that cannot be completely solved by mathemat-

ical formulation alone. We quantitatively and qualitatively analyzed multiple as-

pects of collaborative decision-making outcomes, processes, and users’ trust in 

generative AI. In the results, we found that the use of generative AI tends to cause 

confirmation bias, which could lead to a reduction in the quality of collaborative 

decision-making. However, by collaborating with users from the initial stage of 

the decision-making process, which is problem recognition, confirmation bias 

may be suppressed. This paper provides some fundamental findings that could 

enhance effective human-generative AI collaborative decision-making, particu-

larly in the domain of trust. 

Keywords: Generative AI, Trust, Reliance, Human-AI collaboration, Human-

AI collaborative decision-making, Confirmation bias. 

1 Introduction 

Generative AI (GenAI) is a form of AI capable of generating seemingly new things, 

such as text, images, audio, and movies, by imitating human creativity. GenAI systems 

based on Large Language Models (LLMs), including ChatGPT and Copilot, are already 

widely integrated into society and used by many people [29]. These systems allow users 

to pose various questions and receive responses derived from extensive training data, 

enabling highly versatile and dynamic interactions. Consequently, GenAI systems can 

extend human creativity [10] and be easy to apply across various fields, exerting a sig-

nificant influence on the way we work and communicate with each other [15].  

Even before the widespread adoption of GenAI, interdisciplinary researchers in 

fields like Human Computer Interaction (HCI) had been studying user trust in AI. 
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Human-AI collaborative decision-making (decision-making with AI support) is ex-

pected to lead to better decisions in many tasks [23, 31], but there have been reports 

that it may actually reduce the quality of decision-making compared to decision-making 

without AI [1, 21]. This has been attributed to the tendency for users to over-reliance 

[5, 8, 38] or under-reliance [13, 26] on AI [6, 19].  

However, there is still little research on user trust in the context of GenAI [3, 20, 

37]. GenAI can produce inappropriate outputs because of inaccurate or biased training 

data [42]. How humans trust and handle answers generated by GenAI in collaborative 

processes is, therefore, an urgent issue.  

Therefore, the question of how users build trust with GenAI in collaborative deci-

sion-making and how that affects decision quality has not yet been fully investigated. 

To address this research gap, this paper explored the following research questions 

(RQs): 

 

RQ1: How does the use of generative AI influence the quality of user decision-making? 

RQ2: How does subjective and objective trust in generative AI influence collaborative 

decision-making? 

RQ3: What types of interactions with generative AI influence user trust? 

RQ4: How do users with high-quality human-generative AI collaborative decision-

making incorporate generative AI into their decision-making processes? 

 

First, we investigated the quality of collaborative decision-making with GenAI (RQ1). 

In addition, while the decision-making of conventional AI may be related to subjec-

tive/objective trust, the effect of more interactive and general-purpose GenAI is still not 

fully clear (RQ2). Furthermore, we investigated what types of interactions with GenAI 

influence user trust in Human-GenAI Collaboration (RQ3). Finally, in order to provide 

design implications that support effective collaboration between humans and GenAI, 

we explored what kind of interactions should be performed by focusing on users with 

high-quality human-GenAI collaborative decision-making (RQ4). 

In this study, 12 participants were recruited, and they were given a questionnaire and 

a task of collaborative decision-making with GenAI on 10 semi-structured questions. 

To answer the four RQs, we quantitatively and qualitatively analyzed multiple as-

pects of collaborative decision-making outcomes, processes, and user trust using 

data collected from user interactions with GenAI. 

In the results, although there were no clear results that the use of GenAI significantly 

affected the quality of collaborative decision-making in semi-structured problems, us-

ers were able to modify their trust in GenAI by providing feedback on the answer after 

each task (correct or incorrect). In addition, the use of GenAI was often found to trigger 

a confirmation bias, potentially leading to a reduction in the quality of collaborative 

decision-making. The few participants whose collaborative decision accuracy exceeded 

both their individual decision accuracy and that of GenAI alone often integrated GenAI 

into the “Problem Recognition” (e.g., asking for explanations of background infor-

mation). 

This paper addressed a pressing need to understand how users build trust with 

GenAI, integrate it into their decision-making processes, and how such trust shapes 
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decision quality. Particularly in the domain of AI trust, we provide fundamental insights 

for designing more effective human-AI collaboration. Specific design implications in-

clude: 

⚫ Design implications for reducing confirmation bias: Rather than incorporating 

GenAI only in the final decision, involving it from the initial stage of decision-

making “Problem Recognition” may help reduce confirmation bias. 

⚫ Design implications for building appropriate trust: Introducing user training or 

collaborative decision-making frameworks that strengthen self-reflection by 

providing feedback after human-GenAI decision-making could improve users’ 

perceptions of AI trust to a more appropriate level. Additionally, it becomes ap-

parent that GenAI models should be fine-tuned to avoid presenting users with 

extremely large or small amounts of information, as well as to avoid drastic 

changes in the output due to slight differences in input or probability. 

2 Background 

Human-AI collaborative decision-making is becoming common in various fields and is 

rapidly spreading throughout society (e.g., finance [24, 36], healthcare [7, 14], and pub-

lic welfare [12, 22]). However, using AI for decision-making involves potential risks. 

Over-reliance on AI can lead to a failure to perform critical thinking and make final 

judgments that people should normally perform, and as a result, there is a possibility of 

making the wrong decision [8, 5, 38]. For example, unquestioningly accepting infor-

mation provided by AI may reflect any inherent biases or inaccuracies in AI’s algorithm 

directly in one’s decision-making. Conversely, under-reliance on AI can prevent the 

effective use of valuable information or insights it provides, which may degrade deci-

sion quality [13, 26]. Consequently, researchers in fields such as HCI are exploring 

effective human-AI collaboration that is user-centered and achieves an appropriate 

level of trust. 

On the other hand, the study of decision-making using GenAI is still in its infancy, 

so it has not yet been fully investigated how users build trust in GenAI, integrate it into 

their decision-making processes, and how that affects decision-making quality. Since 

2022, GenAI systems powered by LLMs, such as ChatGPT and Copilot, have rapidly 

gained social acceptance and are expected to be valuable in numerous fields (e.g., edu-

cation [9], healthcare [17], public welfare [2]). Because GenAI generates responses to 

a variety of user prompts that are derived from extensive training datasets, users can 

integrate them into decision-making processes far more flexibly. While humans have 

cognitive limitations such as bounded rationality [34], we consider that GenAI can the-

oretically bridge gaps in users’ knowledge, intuitions, and beliefs. Empirical research 

has shown that GenAI may boost productivity [30] and creativity [10] in various tasks. 

However, in certain tasks, some research indicates that AI assistants lag behind human 

assistants [e.g., 27]. GenAI can produce inappropriate outputs (e.g., biased or incorrect 

information), introducing potential risks similar to those of conventional AI [42]. Be-

cause inappropriate information can be difficult to detect algorithmically [40], whether 

users can properly trust and utilize AI-generated information is an urgent issue that 
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directly affects decision quality. Although research on trust in GenAI is still limited, 

more recent research suggested that subjective trust positively correlates with users’ 

perceived efficiency [3]. 

Therefore, promoting appropriate trust in human-GenAI collaboration requires not 

only a technological perspective but also social-science-based and human-centered in-

sights [29, 33, 40]. Users often adopt AI-generated responses without careful verifica-

tion [20, 37], and well-known cognitive biases such as confirmation bias [43] could 

hinder effective collaboration with GenAI and degrade decision quality [25, 33, 37, 40]. 

Identifying such obstacles through user studies is vital for effective human-GenAI col-

laboration. 

3 Method 

To address the four research questions, we recruited participants and conducted a deci-

sion-making experiment (loan prediction task) using GenAI (ChatGPT 4o mini1). We 

chose this model because it has become widely used, and our preliminary tests indicated 

it does not always achieve high accuracy on the task. Ensuring GenAI is not consist-

ently more accurate than the user preserves the need for users to selectively trust or 

distrust GenAI, leaving room for genuine human-AI collaboration. All participants 

were given the same experimental conditions, and the total time for the experiment was 

approximately one hour. All experiments were conducted in Japanese. This study was 

reviewed and approved by our Institutional Review Board (IRB). 

 

3.1 Participants 

We recruited 12 participants (10 males, 2 females) from our university. All participants 

were native Japanese speakers. Their mean age was 23.3 years (SD = 1.4). After com-

pleting the experiment, they received 1,000 yen. 

 

3.2 Task 

We adopted a loan prediction task as a semi-structured problem following He et al. 

[18]. In this task, the decision-maker decides whether to approve or reject a loan based 

on applicant information (e.g., applicant gender, income, education, and total loan 

amount) (Fig. 1). This task is frequently used in the field of HCI as a scenario for hu-

man-AI collaborative decision-making experiments, especially for studies about trust 

[e.g., 11, 18]. Deciding whether to follow AI advice has clear benefits and risks, making 

it a realistic scenario of collaborative decision-making. Furthermore, because uncertain 

factors abound and no purely mathematical solution can handle all of them, the task is 

considered a semi-structured problem, in which collaboration with computers is rec-

ommended. 

 
1  OpenAI, ChatGPT 4o mini version 7 and 8 August 2024: https://chatgpt.com/ 
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To observe a more realistic context of GenAI-assisted decision-making, we created 

questions using a real dataset about loan approvals2. He et al. [18] used a dataset on 

loan applications with five levels of difficulty (from 1:easy to 5:difficult) while also 

ensuring that correct answers were not biased toward a single outcome (Accept or re-

ject). Our study similarly minimized these biases by selecting the same data and con-

structing 10 questions (Table 1). In addition, to more closely approximate real human-

AI collaboration, we used a two-step decision process [16]. First, participants made a 

decision without AI assistance (first-stage). Then, for the same question, they consulted 

with GenAI and made the decision again (second-stage). After each question, partici-

pants were informed of the correct answer, so they knew whether both their first-stage 

decision-making (F-DM) and second-stage decision-making (S-DM) were correct or 

incorrect before moving on to the next question. 

 

Fig. 1. The task screen that participants used to complete the loan prediction task in English 

(All experiments were conducted in Japanese). 

 
2  Used data set: 

https://www.kaggle.com/datasets/altruistdelhite04/loan-prediction-problem-dataset, last ac-

cessed 2025/1/31. 

https://www.kaggle.com/datasets/altruistdelhite04/loan-prediction-problem-dataset
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Table 1. Question List 

Loan ID Difficulty Level Question Number Correct answer 

LP001030 1 Q1 Accept 

LP001849 1 Q6 Reject 

LP001806 2 Q7 Accept 

LP002142 2 Q5 Reject 

LP002534 3 Q8 Accept 

LP001451 3 Q3 Reject 

LP001882 4 Q4 Accept 

LP002181 4 Q9 Reject 

LP002068 5 Q2 Accept 

LP002840 5 Q10 Reject 

 

3.3 Procedure 

All participants followed the procedure shown in Fig. 2.  The participants in the exper-

iment who had consented to the informed consent regarding this research were first 

given an explanation of the entire experiment. Next, they completed a pre-task ques-

tionnaire about such as GenAI usage and trust tendencies. They then conducted the loan 

prediction task (see Section 3.2), answering an in-task questionnaire about trust in 

GenAI as they proceeded through the tasks. Participants used ChatGPT 4o mini in a 

temporary chat mode (which does not save chat history or use it to train the model). All 

GenAI inputs were in Japanese. Finally, participants filled out a post-task questionnaire 

about such as their perceptions of GenAI. 

 

Fig. 2.  Experimental procedure. 

 

3.4 Measurement 

Collected Data. We collected the following three types of data: “Decision-making out-

come”, “Questionnaire on User’s Perceptions of GenAI”, and “GenAI usage logs”. 

Pre-task 
Questionnaire

Task (10 Questions)

Post-task 
Questionnaire

Decision-making without 
GenAI (First-stage)

Decision-making with 
GenAI (Second-stage) 

In-task Questionnaire

Task Procedure
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“Decision-making outcome” was user predictions of F-DM and S-DM and GenAI’s 

proposals for the questions (each of these had two options: to accept or reject the loan). 

The pre-task, in-task, and post-task questionnaires were used to measure users’ per-

ceptions of GenAI. In particular, the questionnaire on trust was modified from the 10-

point Likert scale used by Yin et al. [41] (e.g., How much did you trust GenAI when 

making decisions? 1 = Completely Untrustworthy to 10 = Completely Trustworthy). 

The pre-task questionnaire collected demographic data (e.g., gender, age), data on 

the actual use of GenAI, and data on trust in GenAI. Specifically, we asked about the 

frequency of GenAI use, the purposes for uses of GenAI (open-ended), and the level of 

initial subjective trust in GenAI (1 to 10). 

The in-task questionnaire was administered immediately after the S-DM for each 

question. Specifically, after decision-making using GenAI, we asked about subjective 

trust in GenAI after the S-DM (1 to 10), perceived antecedents of trust in GenAI during 

the task (open-ended), and subjective trust in GenAI after knowing the correct answer 

(1 to 10).  

The post-task questionnaire was administered after all the tasks were completed, and 

data was collected on the level of trust in GenAI, attitudes, emotions, and use strategies.  

Specifically, we asked about the final subjective trust in GenAI (1 to 10), the perceived 

antecedents of trust in GenAI after the task (open-ended), and usage strategies for using 

GenAI (open-ended). 

In order to investigate how the user interacted with GenAI, we collected the user 

input (text) to GenAI and GenAI output (text) from GenAI usage logs. 

Analyzed Data. Using the collected data, we generated several measures (Table 2). As 

concrete generated data, the following indicators were calculated from the outcome of 

the F-DM and S-DM (accept or reject) and the proposals of GenAI and used as objec-

tive reliability measures: “Agreement Fraction”, “Switch Fraction”, “RAIR (Relative 

positive AI Reliance)”, “RSR (Relative positive Self-Reliance)”, and “Error-reliance”. 

These measures are often used in the context of trust in human-AI collaboration, as in 

the work of He et al. [18]. 

Table 2. Analyzed data.  

 Decision-making outcome 

User prediction of first-stage decision-making (F-DM) without GenAI [accept or reject] 

User prediction of second-stage decision-making (S-DM) with GenAI [accept or reject] 

GenAI proposal [accept or reject] 

Accuracy of user = (Number of correct F-DMs) / (10: Total number of questions) 

Accuracy of GenAI = (Number of GenAI’s correct proposals) / (10: Total number of ques-

tions) 

Agreement Fraction = (Number of questions for which there was a match between S-DM and 

GenAI’s proposals) / (10: Total number of questions) 
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Switch Fraction+ = (Number of questions for which there was a mismatch between F-DM and 

GenAI’s proposals but a match between S-DM and GenAI’s proposals) / (Number of ques-

tions for which there was a mismatch between F-DM and GenAI’s proposals) 

Switch Fraction－ = (Number of questions for which there was a match between F-

DM and GenAI proposals but S-DM was reversed from F-DM) / (Number of questions for 

which there was a match between F-DM and GenAI’s proposals) 

RAIR = (Number of incorrect F-DM but correct S-DM with following GenAI’s correct pro-

posals: Positive GenAI-reliance) / (Positive GenAI-reliance + Number of incorrect F-DM and 

S-DM) 

RSR = (Number of correct F-DM and S-DM without following GenAI’s incorrect proposals: 

Positive self-reliance) / (Positive self-reliance + Number of correct F-DM but incorrect S-DM 

with following GenAI’s incorrect proposals) 

Error-reliance = (Number of incorrect S-DM following GenAI’s incorrect proposals) / (Num-

ber of incorrect S-DM) 

Questionnaire on User’s Perceptions of GenAI 

Frequency of GenAI use [Multiple Choice] † 

Purposes for uses of GenAI [Open-ended] 

Initial subjective trust in GenAI [1–10] †† 

Subjective trust in GenAI after the S-DM [1–10] †† 

Perceived antecedents of trust in GenAI during the task [Open-ended] 

Subjective trust in GenAI after knowing the correct answer [1–10] †† 

Final subjective trust in GenAI (1–10) †† 

Perceived antecedents of trust in GenAI after the task (Open-ended) 

Strategies for using GenAI (Open-ended) 

GenAI Usage Logs 

User input to GenAI (Text) 

GenAI output (Text) 

Notes: 

†: From "Never Used" to "Used More Than Once a Day" 

††: 1 = "Completely Untrustworthy" to 10 = "Completely Trustworthy" 

 

3.5 Qualitative Analysis 

We conducted a thematic analysis [4] on all open-ended questionnaire responses using 

the following collaborative process: one author generated codes and inductively ar-

ranged these codes into themes, then the authors iteratively discussed and refined these 

analyses. 

4 Results 

First, we present the results regarding participants’ trends in GenAI usage from the pre-

task questionnaire. Among the 12 participants, 7 participants indicated that they use 
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GenAI at least once a day, accounting for more than half of the total. The least frequent 

user reported using it about once a month. According to our thematic analysis, the main 

purposes for using GenAI were brainstorming ideas for report writing, acquiring 

knowledge, translation, programming code generation, and email composition. The 

mean level of trust in GenAI before the experiment was 6.8, with a standard deviation 

of 0.8. 

 

4.1 Quality of Human-GenAI Collaborative Decision-Making Outcomes 

(RQ1) 

To investigate how using GenAI affects decision quality (RQ1), we analyzed quantita-

tive data. 

Table 3 shows the mean and standard deviation across all participants, along with 

Spearman correlation coefficients (two-tailed) between these variables. Mean accuracy 

in F-DM (without GenAI) was 54.2%, S-DM (with GenAI) was 53.3%, and GenAI 

proposal was 49.2%. In addition, we found strong correlations between the S-DM ac-

curacy and RAIR, accuracy of GenAI and Switch Fraction+, Agreement Fraction and 

RAIR/RSR, and Switch Fraction− and RSR. 

Table 3. Mean, standard deviation, range, and correlations matrix of quantitative data. 

 
Notes: Correlation coefficients are significant at the *5% level; **1% level (two-tailed). 

 

Next, we conducted a McNemar test to compare F-DM and S-DM accuracy, which 

showed no significant difference (p = 1.0). Fig. 3 plots the accuracy for each question 

in both F-DM and S-DM accuracy, averaged across all participants. The accuracy of 

the F-DM and S-DM are moderately positively correlated (r = .500, p = .09). Therefore, 
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our results suggested low effect from GenAI intervention. Moreover, as seen in Fig. 3, 

there was no clear improvement in accuracy from continuously using GenAI, even 

though participants received feedback on corrective answers after each question. 

 

Fig. 3. Changes in accuracy of decision-making without GenAI (first-stage) and GenAI, and 

decision-making with GenAI (second-stage) by question. Accuracy is the mean of all partici-

pants' data. All error bars and subsequent graphs show ± 1 standard error. 

4.2 Relationship between Trust in GenAI and Decision-Making (RQ2) 

To investigate how subjective and objective trust in GenAI may influence collaborative 

decision-making (RQ2), we performed the following analyses. 

A Wilcoxon signed-rank test (two-tailed) revealed a marginally significant tendency 

that participants’ trust in GenAI decreased slightly after completing the task (P = .06). 

In the changes in subjective trust and objective trust (reliance) across questions, over-

all, subjective trust did not vary dramatically over time, whereas objective reliance fluc-

tuated (Fig. 4 and Fig. 5). 

We also examined correlations between dynamic changes in trust and reliance. 

Spearman correlation (two-tailed) indicated moderate correlations between trust after 

S-DM and objective trust (agreement fraction (r = .471, P = .170), error reliance (r 

= .421, P = .226), switch fraction− (r = –.483, P = .157)). In other words, when a user’s 

prediction matches GenAI’s, subjective trust tends to increase; however, higher subjec-

tive trust also increases the rate of errors caused by over-reliance. When GenAI and the 

user's own predictions match, but the user has low trust in GenAI, the user changes their 

decision-making. Further, strong negative correlation was observed between subjective 

trust after learning correctness and error reliance (r = –.619, p = .056). Thus, if users 

rely on AI and still get it incorrect, their subjective trust in GenAI declines. In addition, 

a strong positive correlation was found between S-DM accuracy and trust after correct-

ness feedback (r = .774, p = .009). This suggests that users may adjust their trust in 

GenAI after seeing whether the joint decision was correct. Moreover, we observed a 

strong negative correlation between decision accuracy and error reliance (r = –.511, p 
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= .131), implying that making mistakes due to over-reliance may reduce overall accu-

racy. 

 

 

Fig. 4. Changes in subjective trust by question. Subjective trust per question is the mean of all 

participants' data. All error bars and subsequent graphs show ± 1 standard error. 

 

Fig. 5. Changes in objective trust (reliance) by question. Objective reliance per question is the 

mean of all participants' data. All error bars and subsequent graphs show ± 1 standard error. 

4.3 Interactions That Affect Trust in GenAI (RQ3) 

To investigate which GenAI interactions affect trust (RQ3), we conducted a thematic 

analysis of open-ended responses regarding perceived antecedents of trust, both during 

and after the task. Although many factors were mentioned, in particular, we only show 

three factors that were commonly mentioned by multiple participants: GenAI and the 

user's opinion match, much information referred to by GenAI, and non-consistency of 

GenAI's arguments. For interview quotations, we refer to each participant by Px.Qy(z): 

indicates participant x, question y, trust level z after the S-DM. 
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Many participants (7/12) mentioned that they gained trust in GenAI when it pre-

sented an opinion or answer similar to their own. Examples include: 

P2.Q1(9): “Because it offered reasoning similar to what I was thinking, I came to trust 

it more.” 

P8.Q3(7): “It proposed content aligned with the rationale I had considered, so I felt 

more trust.” 

Three participants stated that the amount of information mentioned by GenAI influ-

enced trust-building: 

P8.Q1(7): “It provided a rationale that used a great deal of information, so I felt more 

trust.” 

P9.Q1(7): “The respondent answered with specific figures and time periods in response 

to a follow-up question about living expenses and prices, which had been unclear in the 

first question, so the level of trust increased.” 

P12.Q1(4): “GenAI did not mention some points, so the level of trust decreased.” 

Additionally, two participants noted that trust decreased when GenAI changed its 

stance even though their own prompt did not vary much in the same question, indicating 

that users expect consistency from GenAI. 

P2.Q3(4): “Even a slight difference in input made it change predictions drastically, re-

ducing my trust.” 

P7.Q1(5): “Seeing GenAI reconsider and change its results repeatedly made me think 

it probably doesn’t understand well.” 

4.4 Users’ Assigning the Role of GenAI in Collaborative Decision-Making 

(RQ4) 

To investigate how users incorporate GenAI into their decision-making processes 

(RQ4), we analyzed open-ended responses regarding users’ perceived strategies for us-

ing GenAI. Thematic analysis revealed four roles assigned to GenAI: “Problem Recog-

nition”, “Evaluation”, “Decision”, and “Overall Decision-Making” (Table 4). Using 

these roles as a scheme, we classified user input from AI usage logs to see which deci-

sion-making stage GenAI was being used for. Two independent coders of the authors 

classified each input, and disagreements were resolved through discussion. In the over-

all data, 14.1% of inputs belonged to Problem Recognition, 28.2% to Evaluation, 31.3% 

to Decision, and 26.4% to Overall Decision-Making. 

Next, we focused on participants (P6, P11, P12) whose human-GenAI collaborative 

accuracy exceeded both their own individual accuracy and that of GenAI alone. Their 

proportions of Problem Recognition inputs were about 44.5%, 17.9%, and 35.0%, re-

spectively, all above the overall mean of 14.1%. P6 used Problem Recognition 13 times, 

P11 five times, and P12 seven times; no other participant asked so more than four times.  

All three had a common tendency to integrate GenAI into Problem Recognition (e.g., 
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asking for background explanations). Background information here includes concrete 

estimations of living expenses, checks on key terms, and knowledge about living stand-

ards in the U.S. they systematically used Problem Recognition to ask for background 

analysis, requesting clarifications on each element before soliciting the opinion of 

GenAI. For example, P6 asked GenAI to convert from dollars to yen to make the infor-

mation more intuitive for themselves. P11 and P12 often re-check background infor-

mation and logic, such as asking and comparing it to typical salary levels in the U.S. In 

these ways, it is thought that they revisited their own knowledge, intuition, and beliefs. 

Table 4. Constructed scheme. 

Problem Recognition Asking for an explanation of the background of the problem. 

Evaluation Asking for criteria for decision-making. 

Decision Asking for an opinion on approval or rejection. 

Overall Decision-Making Assign the role of decision-maker to GenAI, asking it to perform 

all steps from problem recognition to evaluation and decision. 

 

5 Discussion 

5.1 Effects of GenAI Intervention 

From the McNemar test comparing F-DM and S-DM, as well as overall trends in accu-

racy, we find that using GenAI does not necessarily lead to a clear improvement in the 

quality of decision-making outcomes (RQ1). Accuracy for questions 1–6 was higher in 

the first-stage decision-making (Without GenAI), but questions 8–10 showed higher 

accuracy in the second-stage decision-making (With GenAI). One possible explanation 

is that participants became more proficient at leveraging AI after about seven questions. 

However, our results showed that error-reliance rose after question 8, suggesting that 

participants did not establish truly appropriate trust. Previous research also indicated 

mixed findings about how human-GenAI collaboration influences the quality of deci-

sion-making [10, 27, 30]. 

 

5.2 Confirmation Bias in Human-GenAI Collaborative Decision-Making 

We found that participants’ subjective trust increases when their own predictions match 

with the predictions of GenAI, but there is a relationship between higher subjective 

trust and increasing error reliance; moreover, there is also a relationship between mis-

takes driven by reliance and lower overall accuracy (RQ2). Furthermore, the results of 

the questionnaire on the antecedents of perceived trust suggested that GenAI “agreeing 

with the user” was a factor that increased trust (RQ3). These findings suggest confir-

mation bias: people trust and accept information that validates their preconceptions. 

Using GenAI, which can answer various types of questions, may amplify this behavior 

by making it easy for users to extract exactly the information they want to see. Previous 

work has likewise identified confirmation bias as a main factor in users’ acceptance of 
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inappropriate AI-generated information [37, 40]. Confirmation bias can lead to the ne-

glect of ideas that do not agree with one's own beliefs and may prevent the effective 

use of valuable information and insights provided by GenAI, potentially reducing the 

quality of decision-making. Our findings suggested that confirmation bias may be a 

factor that reduces the quality of collaborative decision-making outcomes.  

We discuss methods for reducing confirmation bias. Participants tended to assign the 

role of GenAI in the following order: Decision, Evaluation, Overall Decision-Making, 

and Problem Recognition stages. Meanwhile, three participants (P6, P11, P12) whose 

human-AI collaboration outperformed both the accuracy of the individual and GenAI 

alone adopted a strategy of inquiring about background information and reconsidering 

how they understood the task more frequently (RQ4). Involving GenAI at the earliest 

decision stage (problem recognition), rather than at the final stage, may help reduce 

confirmation bias. Among the 12 participants whose open-ended responses indicated 

factors related to confirmation bias, P6 and P11 stood out, as they did not mention such 

biases and were more likely to begin with Problem Recognition. The background in-

formation provided by GenAI may include counter-evidence perspectives that humans 

unconsciously exclude, so it is thought that they may have acquired important factors 

for decision-making that were not in their own knowledge, intuition, or beliefs and pro-

moted to use them. Indeed, previous work has suggested that providing counter-evi-

dence to one's own opinions and encouraging balanced decision-making can lead to the 

suppression of confirmation bias [39]. However, future works are needed to show how 

much the background information included them and whether it was possible to make 

decisions with a more counter-evidence-based approach. In addition, we believe that 

collaboration from the initial stages is a more careful and deliberate decision-making 

process, and previous work also suggested that it is possible to reduce confirmation bias 

by delaying the final decision or slowing down the whole process [32, 35]. Therefore, 

the approach of integrating GenAI from problem recognition may significantly reduce 

confirmation bias. 

 

5.3 Design Implications for Building Appropriate Trust in GenAI 

On the basis of our findings, we propose strategies for fostering appropriate trust. Users 

can adjust their trust in GenAI by receiving correctness feedback after human-GenAI 

decision-making (RQ2). Therefore, it may be possible to improve subjective trust in 

GenAI to a more appropriate degree by providing support such as training to strengthen 

the user's self-reflection function or decision-making frameworks (e.g. feedback loops).  

From the open-ended data on antecedents of trust, we identified two key factors for 

building trust: the amount of information provided by GenAI; non-consistency of 

GenAI's arguments (RQ3). One of the findings highlighted the need to be careful about 

the amount of information presented to users. Some participants were presented with a 

large amount of information as proof; they explained that the information was unbiased, 

and their trust in GenAI increased. Conversely, when some participants were presented 

with a small amount of information, they explained that the information was biased and 

their trust in GenAI decreased. Providing extremely large or small amounts of infor-

mation may hinder the building of appropriate trust, so it is recommended to provide 
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an appropriate amount of information. Furthermore, it is vital to ensure that GenAI is 

consistent. In human communication, it has been reported that the consistent behavior 

of others tends to promote trust [28], and it is possible that a similar effect also occurred 

with GenAI. It is desirable to implement GenAI system so that the answers do not differ 

greatly depending on the differences in the expression of the input or the probability. 

 

5.4 Limitations 

We recognize that our results should be interpreted with an understanding of the fol-

lowing limitations. First, participants’ understanding of the task and of GenAI was not 

fully factored into our analysis. Such understanding might affect how they trust GenAI. 

We consider that future work should explore these relationships. Second, the task type 

could affect the generality of our findings. We used a decision-making task with objec-

tive correct answers to clarify decision quality. However, GenAI has been reported to 

enhance human creativity [10], and may be more beneficial for unstructured or open-

ended problems lacking a single “correct” answer. Indeed, participants’ usage tenden-

cies often involved idea and knowledge generation. Future research should extend these 

experiments to more open-ended decision-making scenarios. 

6 Conclusion 

In this paper, we investigated how users trust generative AI and how they make deci-

sions with it. In a semi-structured problem, we found no clear evidence that using 

GenAI improved decision quality. Furthermore, both quantitative and qualitative anal-

yses indicated that GenAI usage tends to trigger confirmation bias, which could lead to 

a reduction in the quality of collaborative decision-making. However, involving GenAI 

in the initial phase of decision-making, problem recognition may help suppress confir-

mation bias and foster appropriate trust and better collaborative decision quality. We 

also observed that when participants realized they had erred by relying on GenAI, their 

subjective trust decreased. Therefore, future support systems should aim to strengthen 

users’ self-reflection—through their training or a structured decision-making frame-

work for it—so that perceived trust can be adjusted to a more suitable degree. Addi-

tionally, it is vital to avoid presenting the user with extremely large or small amounts 

of information that can impede building appropriate trust. Also, the need to tune gen-

erative AI models to avoid drastically different responses on the basis of minor input 

variations was underscored. We highlighted the design implications for effective hu-

man-generative AI collaborative decision-making systems. 
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